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Abstract. Goal-setting is commonly used in behavior change applica-
tions for physical activity. However, for goals to be effective, they need
to be tailored to a user’s situation (e.g., motivation, progress). One way
to obtain such goals is a collaborative process in which a healthcare
professional and client set a goal together, thus making use of the profes-
sional’s expertise and the client’s knowledge about their own situation.
As healthcare professionals are not always available, we created a dia-
log with the virtual coach Steph to collaboratively set daily step goals.
Since judgments in human decision-making processes are adjusted based
on the starting point or anchor, the first step goal proposal Steph makes
is likely to influence the user’s final goal and self-efficacy. Situational
factors impacting physical activity (e.g., motivation, self-efficacy, avail-
able time) or how users process information (e.g., mood) may determine
which initial proposals are most effective in getting users to reach their
underlying previous activity-based recommended step goals. Using data
from 117 people interacting with Steph for up to five days, we designed a
reinforcement learning algorithm that considers users’ current and future
situations when choosing an initial step goal proposal. Our simulations
show that initial step goal proposals matter: choosing optimal ones based
on this algorithm could make it more likely that people move to a situ-
ation with high motivation, high self-efficacy, and a favorable daily con-
text. Then, they are more likely to achieve, but also to overachieve, their
underlying recommended step goals. Our dataset is publicly available.

Keywords: Physical activity · Behavior change · Reinforcement
learning · Conversational agent · Goal-setting

1 Introduction

Goal-setting is commonly used in behavior change applications for physical activ-
ity (e.g., [3,6,39,44,50]). It helps to stay focused on a desired outcome, spend
effort toward that outcome, and find effective strategies [37]. However, for goals
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to be effective, it is recommended that they satisfy criteria such as being spe-
cific, measurable, achievable, relevant, and time-bound (SMART) [21] as well as
being (re-)evaluated [5,37]. Current physical activity applications commonly do
not satisfy these criteria, especially when it comes to tailoring the goal difficulty
to a user’s ability and re-evaluating goals based on the user’s progress [5].

In a traditional offline setting, one way to set goals satisfying these criteria
is for a client and healthcare professional to agree on a goal in a collaborative
process [10]. Involving clients in the goal-setting process can not only increase
their self-efficacy [37], but it also offers the opportunity to combine the expertise
of the healthcare professional and the client’s knowledge about their own situ-
ation. Such collaborative goal-setting has, for example, been recommended for
people with diabetes [14] and been applied in the context of asthma management
[47]. Since virtual coaches can take the role of such a healthcare professional
in eHealth applications for behavior change, we thus wanted to design a col-
laborative goal-setting dialog with a virtual coach. Besides providing guidance
where traditionally healthcare professionals would have, virtual coaches also have
the potential to combat the low adherence common to eHealth applications for
behavior change [7,26] by fostering engagement, discussing relevant and timely
information, showing understanding, and connecting with people [2,27,38].

When designing such a collaborative goal-setting dialog, attention needs to be
paid to the starting point. This is because, in a human decision-making process,
judgments are commonly made based on the starting point of the process (i.e.,
an anchor) [52]. All subsequent judgments are then made by adjusting away
from that anchor. For example, the first offer in a negotiation has been shown
to be a strong predictor of the settling price for purchasing a pharmaceutical
plant or the assigning bonus for a new employee [25]. And anchoring values have
also been shown to affect self-efficacy in a problem-solving task [12]. This means
that the first goal option that is discussed in the goal-setting dialog is likely to
influence both the final goal the virtual coach and the user set and the user’s
self-efficacy regarding achieving that goal.

Since a suitable physical activity goal for the user depends on their cur-
rent situation (e.g., previous physical activity, depressive symptoms, self-efficacy
[42]), the starting point of the goal-setting process should hence also be adapted
to a user’s current situation. Previous work has, for example, adapted physi-
cal activity goals based on a user’s routine [11], previous performance [33], or
location, step count variation, number of app screens yesterday, and past push
notifications [36]. Moreover, since we want to adapt initial goal proposals rather
than fixed goals, factors that influence how people process information can also
play a role. For instance, a user’s mood may influence the degree of message elab-
oration [8]. When setting multiple short-term (e.g., daily) goals over an extended
period of time, however, it is not only the current situation of the user that mat-
ters but also the future one. For example, while setting higher physical activity
goals may result in higher physical activity levels, it may also lead to lower goal
achievement [13] and thus potentially lower engagement in the future [49]. Set-
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ting initially lower goals, on the other hand, may allow people to make small
wins and thus increase their motivation [4].

One framework that allows us to consider both current and future user situa-
tions (i.e., states) is Reinforcement Learning (RL) [48]. RL, with a consideration
of current and future states, has previously been applied to adapt weekly step
goals to people’s previous activity and self-efficacy [59] or determine when to
send physical activity notifications [53]. Here, we investigate whether RL is also
useful when choosing initial goal proposals in a collaborative dialog for physical
activity. To this end, we conducted a study in which 117 people interacted with
the text-based virtual coach Steph for up to five days. Each day, participants
and Steph collaboratively set a daily goal for walking, which is easily accessible
to most people [34], has documented health benefits [34], and is one of the easiest
and most acceptable forms of physical activity since it can be integrated into
everyday life [15]. In this collaboration, Steph first determined people’s current
situation with regard to mood, sleep quality, available time, motivation, and
self-efficacy before giving a step goal proposal that could be iteratively refined
afterward. The proposal could thereby take five different forms, each based on
adjusting an underlying previous activity-based recommended goal in a different
way (i.e., ± 0, 200, or 400 steps). On the next day, Steph asked the user about
the number of steps they took the previous day before initiating the setting of
a new goal. Based on this study’s data, this paper’s contribution is threefold.
First, we provide insights into the effects of initial goal proposals in a collabora-
tive goal-setting dialog. Second, we contribute an RL model that optimizes the
choice of initial proposals based on people’s current and future states. And third,
we publish our dataset to aid future work on adaptive collaborative goal-setting.

2 Materials and Methods

2.1 Virtual Coach

We developed the text-based virtual coach Steph [18] in Rasa [9]. Steph intro-
duced itself as helping people set daily step goals toward the ultimate goal of
taking 10,000 steps every day [55]. In each session, Steph asked about people’s
current state based on their mood, sleep quality, available time, motivation, and
self-efficacy. Afterward, Steph computed a recommended daily step goal based
on the user’s previous walking behavior using the percentile algorithm by Adams
et al. [1]1. Based on this recommended step goal, Steph gave the user three goal
options, each 100 steps apart, as well as the possibility to indicate that they
wanted a different goal. This way, users were given a say in determining their
goal and nudged toward picking one of the three options. If users indicated want-
ing a higher goal, Steph congratulated them for wanting to challenge themselves
but also warned them that taking too many steps might lead to injuries; if users

1 We rounded the resulting number to the nearest 100 since people tend to need more
time to process non-rounded numbers [31] and to put extra effort into completing a
rounded goal if they are close to it [43].
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indicated wanting a lower goal, Steph expressed understanding but said that tak-
ing at least some steps is good for them. Users could indicate wanting a lower
or higher goal up to five times with a minimum goal of 2,000 and a maximum
goal of 10,000 steps2. Once the user had decided on a goal, Steph congratulated
them on their choice, gave a few examples of how to easily take steps during
the day, and sent a reminder message with the goal on Prolific. The next session
started by asking users about the number of steps they took on the previous
day. In its dialog style, Steph followed principles from motivational interviewing
such as expressing empathy and acknowledging answers [51]. As part of a social
communication style, Steph further used informal language (e.g., “Aww, that’s
annoying”) and emojis, made use of positively valenced words (e.g. “great”,
“cool”), and reacted enthusiastically to users’ inputs. Such a social communica-
tion style has, for example, been shown to increase customer satisfaction with
chatbots [58]. A demo video of the dialog can be found online [16].

2.2 Personalizing Initial Step Goal Options

We can define our approach as a Markov Decision Process (MDP) 〈S,A,R, T, γ〉.
The action space A consisted of five ways of personalizing the step goal proposals,
the reward function R : S×A → R was determined by the difference between the
recommended step goal and the number of steps a person took, T : S ×A×S →
[0, 1] was the transition function, and the discount factor γ was set to 0.85
to favor rewards obtained earlier over rewards obtained later. The finite state
space S described the state a user was in and was captured by their mood, sleep
quality, available time, motivation, and self-efficacy. The goal of an agent in an
MDP is to learn an optimal policy π∗ : S → Π(A) that maximizes the expected
cumulative discounted reward E

[∑∞
t γtrt

]
for acting in the environment. The

optimal Q-value function Q∗ : S × A → R describes the expected cumulative
discounted reward for executing a in state s and π∗ in all subsequent states.
Figure 1 shows how our RL approach is embedded in the goal-setting dialog.

Initial step goal options creation

(e.g., 3000, 3100, 3200)

Bounding initial step goal options to

[2000, 10000]

Reinforcement learning
Personalized initial step goal

options (e.g., 3400, 3500, 3600)

Previous step data

State features, reward

Recommended goal computation based on

percentile algorithm by Adams et al. (e.g., 3000)

Action (e.g., increase)

Fig. 1. Pipeline for arriving at personalized initial step goal options.

2 Few people take less than 2,000 daily steps [22,28,56], and taking more than 10,000
steps does not offer much further benefit while making injuries more likely [35,41].



104 M. Dierikx et al.

State Space. In each session, users provided answers to questions about their
mood valence based on the adjectives by Russell [46] mapped to a valence score
using the emotion wheel by Kollias et al. [32], sleep quality from the previous
night based on Dzierzewski et al. [23], available time and motivation based on
the physical activity barrier descriptions by Robbins et al. [45], and self-efficacy
based on the definition by Park and Kim [42]. The latter four variables were
all measured on 11-point scales from 0 to 10. Mood valence, sleep quality, and
available time were subsequently added to create a “daily context”-state that
described factors that could influence the effectiveness of the actions but were
unlikely to also be affected by the actions. This “daily context”-state could take
values between 0 and 30. The intuition is that the higher the value, the more
favorable is the daily context for physical activity.

Actions. Our action space consisted of five ways of personalizing the initial
step goal options: decrease, slightly decrease, do not change, slightly increase,
and increase. Slightly decrease and slightly increase decreased or increased the
three initial goal options by 200 steps, decrease and increase changed the initial
options by 400 steps, and do not change kept the original options.

Reward. The reward r was based on the absolute difference Δ between the
recommended goal G and the actual number of steps a user took (Steps). Taking
more steps than recommended is penalized half as much as taking fewer steps:

r =

{
1 − Δ

G if Steps ≤ G

1 − Δ
2G if Steps > G.

The intuition behind this reward signal is that we primarily want users to reach
the recommended number of steps, but also penalize taking too many steps to
some degree since this can lead to injuries.

2.3 Data Collection and Model Training

Study. To collect training data for our algorithm, we conducted an observational
study on the crowdsourcing platform Prolific in June and July 2023. We pre-
registered the study in the Open Science Framework (OSF) [19]. Since a pilot
study with 34 people did not result in major changes other than the addition of
one question to the post-questionnaire, the data from the pilot study was used as
well. The Human Research Ethics Committee of Delft University of Technology
approved our study (Letter of Approval number: 3016). Eligible were people who
indicated being fluent in English, being between 18 and 65 years old, engaging in
physical exercise for at most 150 min per week, having taken no more than 9,000
steps on average per day in the last week, not participating in a physical activity
program, having a low risk of getting injured because of walking according to
the Physical Activity Readiness Questionnaire 2023 [54], being contemplating
or preparing to become more physically active, and having a way to track their
steps. Moreover, we used the quality measures on Prolific to choose people who
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had completed at least one previous study and had an approval rate of at least
90%. Participants further had to live in one of five time zones (GMT, GMT+1,
GMT+2, GMT+3, or GMT+4) to ensure that the daily step goals were set
in the morning. The way the step goal options were personalized was chosen
randomly in all five sessions. 235 people were invited to the first session and 77
people successfully completed all five sessions. Of the 117 participants with at
least one transition sample, 60 (51%) were female, 55 (47%) were male, and 2
(2%) indicated another gender. The age ranged from 18 to 56 (M = 28, SD
= 8) years. Participants most commonly reported using an iPhone health app
(32%), the Samsung Health app (31%), or a smartwatch (24%) to track their
steps. The average number of steps per day before the study ranged from 30
to 9,000 (M = 4,402, SD = 2,383). Participants who successfully completed a
study part were paid based on the minimum payment rules on Prolific (i.e., six
GBP per hour). Participants were informed that their payment was independent
of their achieving their step goals.

Collected Data. We collected 381 〈s, a, r, s′〉-samples from 117 people, where s is
the state, a the action, r the reward, and s′ the next state. Across all 381 samples,
the initially proposed step goals were rejected a total of 100 times (M = 0.26,
SD = 0.67). People reached their goals 66% of the time and found their goals
relatively easy to reach. Specifically, the mean goal difficulty rating provided
after the five sessions was 2.04 (SD = 2.06), rated on a scale from −5 (“It was
very difficult to reach the daily goals”) to 5 (“It was very easy to reach the daily
goals”). The average number of steps taken per day before the study was 4,549
(SD = 4,350) for the 75 people who completed the post-questionnaire. On the
fifth and final day of the study, these people took an average of 5,367 steps (SD
= 3,353). Based on a paired Bayesian t-test, this corresponds to a mean increase
of 1,087 steps (SD = 1,298, 95%-HDI = [710, 1,478]). Furthermore, we collected
data on people’s experiences of their interaction with Steph after the five sessions
using the short form of the Artificial Social Agent (ASA) Questionnaire [24]. We
obtained a mean score of 19.32, which is higher than the scores of 9 of the 14
agents tested by Fitrianie et al. [24].

State Space Reduction. To reduce the size of the state space and thus the amount
of required data, we transformed the three state features (motivation, self-
efficacy, and the “daily context”-state) into binary features based on whether
a value was greater than or equal to the median (1) or less than the median
(0). The final state space thus had size |S| = 23 = 8. We refer to states with
binary strings such as 001 (here motivation and self-efficacy are 0 and the “daily
context”-state is 1).

Model Training. Using the reward and transition functions estimated from the
data, we computed Q∗ using value iteration. Since some states were much more
common than others, we had fewer than ten samples for some state-action com-
binations. To reduce overfitting, we added samples with the overall mean reward
for the reward prediction for those state-action combinations with few samples.
Similarly, we balanced with an equal probability of all next states when estimat-
ing the transition function. Overall, we imputed 125 samples.
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3 Results

We now investigate each of our analysis questions. For each of them, we first
describe our setup, followed by our findings and the resulting answer to the
question. Our data and analysis code are available online [20].

AQ1: How well do states predict behavior after proposing personalized
step goals?

Setup. Knowing the state a user is in may help to predict their behavior after
using different ways of personalizing their initial step goals (i.e., actions). The
behavior in our case is how close people get to their underlying recommended step
goal, which is captured by the reward function. We compared two approaches
for predicting the reward: 1) the mean reward per action, and 2) the mean
reward per action and state. We used leave-one-out cross-validation for the 117
participants with at least one transition sample to compare the two approaches
based on the mean L1-error and its Bayesian 95% credible interval (CI) [40] per
state. In contrast to the often used frequentist confidence intervals, Bayesian
CIs provide information on the most likely values (i.e., a likely range) [29]. If
the mean of one of the approaches is outside of the credible interval of the other
approach, we regard this as a credible indication that values are different.

(a) Original reward. (b) Without overachieving penalty.

Fig. 2. Left axis: Mean L1-error with 95%-CIs for predicting rewards based on 1) the
mean reward per action and 2) the mean reward per action and state. Right axis: Mean
reward overall and per state.

Results. Figure 2a shows that none of the two approaches for predicting the
reward clearly performs better for any of the eight states. The mean rewards
per state also are very similar, ranging from 0.73 for state 001 to 0.80 for state
011. However, if, for exploratory purposes, we modify the original reward by
removing the penalty for overachieving (i.e., taking more steps than the rec-
ommended goal), considering the state a user is in does improve the reward
prediction in some states (Fig. 2b). The mean modified reward also differs more
clearly between states, with the mean modified reward being generally higher
when more state features are high. This can be explained by the observation
that even though the mean rewards are similar in the eight states (Fig. 2a), the
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underlying behaviors differ. Specifically, many people underachieve their recom-
mended goals in states with low state features, whereas many people overachieve
their goals in states with high state features (Fig. 3). Thus, more people reach
their recommended goals in states with high state features.

Fig. 3. Left axis (continuous lines): percentage of samples where more or fewer steps
were taken than the recommended goal per state. Right axis (dashed lines): percentage
of the recommended goal that was over- or underachieved.

Answer to AQ1. Knowing a user’s state does not provide a clear benefit for
predicting their behavior after proposing personalized step goals. If, however,
we remove the penalty for taking more steps than one’s recommended goal,
knowing a user’s state does offer a benefit for some states. So states do matter
when it comes to predicting whether people reach their recommended goal.

AQ2: How well do states predict next states after proposing person-
alized step goals?

Setup. By making a personalized initial proposal, we would ideally want people
to move to a next state in which they are very likely to reach their recommended
step goal and thus make more progress toward the long-term goal of 10,000 steps
per day. Thus, we need to be able to predict the state after proposing personalized
step goals. We again used leave-one-out cross-validation to compare three ways
of predicting the next states for the samples from the left-out person: 1) assigning
an equal probability to all states, 2) predicting that people stay in their current
state, and 3) using the transition function estimated from the training data. We
compared the three approaches based on the mean likelihood of the next state
and its 95%-CI per state. A higher likelihood suggests that next states can be
predicted better. Again, if the mean of one of the approaches lies outside of the
credible interval of another approach, we regard this as a credible indication that
values are different.
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Results. Figure 4 shows that considering the current state, either by predict-
ing that people stay in their current state or by using the estimated transition
function to predict next states, generally helps to predict the next state. This
suggests that state transitions do not occur uniformly at random. In two states,
namely, 000 and 111, predicting that people stay in their current state leads to
the highest mean likelihood of next states. In both these states, the corresponding
means are clearly outside the 95%-CIs of the other two approaches, suggesting
that the values are different. This shows the high probability of staying in these
two states, which are states in which people either commonly underachieve their
recommended goals or overachieve them by a lot (Fig. 3).

Fig. 4. Comparison of three approaches to predicting next states with regard to the
mean likelihood of next states with 95%-CIs for each state.

Answer to AQ2. Our results show that considering the current state a user
is in helps to predict their next state after proposing personalized step goals.
Furthermore, once people are in states with low or high values for all three state
features, they tend to stay there. This suggests that it is difficult to move people
out of the state where more than half of them do not reach their recommended
goal (i.e., state 000). However, once people are in a state where almost 80% reach
or overachieve their goal (i.e., state 111), they tend to stay there.

AQ3: What is the effect of (multiple) optimal step goal proposals on
users’ states?

Setup. We would like users to ultimately move to states in which they are most
likely to reach their recommended goals. Starting from an equal distribution of
8,000 simulated people across the states, we calculated the percentage of people
in each state after following the optimal policy π∗ for a certain number of time
steps.

Results. Figure 5a shows that after 20 time steps, the largest percentage of people
(36.5%) is in state 111, which is a state in which most people reach or overachieve
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their goal. However, the number of people in state 000, which is the state where
most people do not reach their goal, also slightly increases to 15.7%.

Fig. 5. Percentage of people in each state after following (a) the optimal policy π∗ and
(b) the worst policy π− for varying numbers of time steps.

Answer to AQ3. While choosing the optimal way of personalizing step goals
multiple times allows most people to move to and stay in states where they
are most likely to reach or overachieve their recommended goal, a considerable
number of people also remain in the state in which they are least likely to reach
their recommended goal.

AQ4: How do optimal and sub-optimal step goal proposals compare
in their effects on behavior?

Setup. So far, we are, to some degree, able to predict next states and choose
sequences of personalized step goal proposals that move people to better states.
However, how much does the choice of step goal proposal personalization matter?
To examine this, we calculated the mean reward per transition over time when
following 1) the optimal policy π∗, 2) the worst policy π−, and 3) the average
policy π∼. π∼ is a theoretical policy for comparison purposes in which each action
is taken 1

|A| times for each person at each time step, where |A| is the number
of actions. We simulated 117 people, initially distributed across the states as in
the first session of our study.

Results. The mean reward per transition for π∗ is 0.11 (15.8%) higher than for π−

and 0.06 (8.0%) higher than for π∼ after 100 time steps (Fig. 6). This suggests
that when it comes to obtaining a higher reward, the choice of goal proposal
personalization is not so important. If, however, we again remove the penalty
for overachieving (i.e., only consider whether people reach their recommended
goal), the choice of goal proposal personalization does matter. This can be seen
by comparing Fig. 5b to Fig. 5a. Specifically, following the worst policy leads to
more people in state 000 and fewer people in state 111 after 20 simulated time
steps, which means that fewer people reach their recommended goals.
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Fig. 6. Mean reward per transition over time for three policies.

Answer to AQ4. If we want people to achieve their goal and penalize both under-
and overachieving, personalizing step goal proposals optimally poses an advan-
tage of between 8.0% and 15.8% compared to doing so in an average or the
worst possible way. Following the worst policy does, however, cause people to
more frequently move to states in which they are more likely to underachieve.
Thus, if we do not mind people overachieving their goals and just want people
to reach their goals, optimally personalizing step goal proposals does matter.

4 Discussion and Conclusion

This work presented a dialog to collaboratively set daily step goals with a virtual
coach and specifically examined the effect of initial step goal proposals that are
created by adjusting an underlying previous activity-based recommended goal in
one of five possible ways (i.e., ± 0, 200, or 400). We find that user states based
on their mood, sleep quality, available time, motivation, and self-efficacy help to
predict whether people reach their recommended goal after these proposals are
made (AQ1 ). Moreover, these current user states are also predictive of the user
states on the next day and thus of whether people reach their recommended
goals in the future (AQ2 ). Regarding long-term effects, our simulations show
that choosing optimal step goal proposals based on an RL algorithm that con-
siders people’s current and future states allows most people to move to and stay
in states where they are very likely to reach their recommended goal (AQ3 ).
However, some people always remain in the state in which they are least likely
to reach their recommended goal. Our simulations further show that it matters
which initial step goal proposal the virtual coach makes (AQ4 ). Specifically,
more people move to good states (i.e., states where more people reach their rec-
ommended goal) if an initial proposal that is optimal based on the RL algorithm
is made than in the case of a sub-optimal proposal.
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While the likelihood of users reaching their recommended goal differs between
user states, this is not the case for our originally devised reward signal that also
penalizes taking more steps than one’s recommended goal. This is because peo-
ple in good states often not only reach their recommended goal but substantially
exceed it, which also means that our RL algorithm over time tends to move peo-
ple to states where they overachieve the number of steps they are recommended
to take. We had originally decided to penalize overachieving because of the risk
of injuries that exists especially for physically inactive people like our partici-
pants due to low strength and cardiovascular fitness levels [30]. However, it is
not yet sufficiently clear at which point the injury risk outweighs the benefits
of more physical activity, particularly because this also depends on the walking
speed [30]. Instead of penalizing overachieving in the reward signal, it may be
better to more thoroughly educate users on the potential risks of exceeding rec-
ommended step goals (e.g., by reminding overachieving users of injury risks and
how they can become more physically active in a healthy way).

Besides the handling of overachieving recommended goals, our study has
several further limitations. First, due to the high cost of collecting human data
like ours, we obtained a relatively limited dataset of 381 samples. We thus turned
our state features into binary features, but we still had relatively few samples
for some states. It would be interesting to repeat our analysis with more data.
To facilitate this, we have made our dataset publicly available [20]. In addition,
while we did gather data from human subjects, we did not study the actual
long-term effects of making optimal initial step goal proposals based on our
RL algorithm. Moreover, even though our participants were informed that their
payment for completing the daily goal-setting dialogs was independent of their
achieving their step goals, they might have felt at least some obligation to take
daily steps. Future work should compare the long-term effects of different ways
of choosing initial step goal proposals in the wild. Lastly, there might be other
factors that influence the effectiveness of different initial step goal proposals,
such as people’s social environment [42] and their traits (e.g., personality [57]).

In summary, we have created a virtual coach to collaboratively set daily step
goals with users and an RL algorithm that adapts initial step goal proposals
based on current and future user states. Simulations show that initial proposals
matter: using RL to optimize initial step goal proposals could make it more
likely that people move to a state with high motivation, high self-efficacy, and
a favorable daily context. In such a state, people are more likely to reach, but
also to exceed, their recommended number of steps. Designers of collaborative
goal-setting dialogs should thus choose the first proposal carefully and based
on users’ situations while accounting for the possibility that users exceed their
physical activity recommendations.
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